
‘ Towards Equivariant Adaptation of Large Pretrained Models

Are foundation models equivariant?

• Improved Generalization 
• Reduced Data Requirement 
• Improved Parameter Efficiency 
• Theoretical Guarantee
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ChatGPT-4 can not understand an inverted image

What is Equivariance? Why Equivariance?

Why not replace the existing foundation model 
architectures with their equivariant counterpart? 

Problems: 
• Non-trivial to design 
• More computationally expensive during training and inference  
• Retraining from scratch requires several months of compute and millions of dollars 
• Logistical and environmental concerns

Architecture agnostic equivariance for 
foundation models

Learned Canonicalization [1]: 
• Learn a canonical orientation for data 

• Distribution mismatch between 
learned canonical orientations and 
orientations in pretraining of large 
pretrained models

How to separate architecture design and equivariance?

Symmetrization [2, 3]: 
• Average model outputs over different 

data orientations 
• Expensive forward passes through 

large pretrained models for every 
transformation of data

Zero-shot efficient equivariance for existing 
foundation models
Idea: Prior-Regularized Learned Canonicalization

During training, we align distributions of learned canonical 
orientations and orientations with a regularization loss. These 
canonical orientations depend on both the orientation bias in the 
pretrained model from the pertaining dataset and the current 
fine-tuning dataset. 

During inference, the canonicalization network outputs a group 
element to revert the input to a “familiar” canonical orientation.

Experiments: Instance Segmentation

Future work
• Automate prior discovery based on the large pretrained model. 
• Higher discrete order rotations for non-equivariant canonicalization network 
• Extend the optimization approach to continuous rotation efficiently.

Faster and Expressive canonicalization networks
Idea: Use pretrained models for canonicalization

• All group transformations of image through canonicalization network. 
• Dot product of the output vectors with a reference vector. 
• Get a distribution over the transformations to canonicalize. 
• Minimize the similarity to get a unique canonical orientation.

Experiments: Image Classification
Acc: Accuracy on the original test set 
C4-Avg Acc: Accuracy on the transformed test set with  groupC4


